Stable Part Diffusion 4D: Multi-View RGB and
Kinematic Parts Video Generation

Hao Zhang'?* Chun-Han Yao' Simon Donné! Narendra Ahuja? Varun Jampani'

!Stability AT~ 2University of Illinois Urbana-Champaign

L W e

Input video
*:%
e
ﬂ
3
2
3
]

\ 7
\ /
N g/

/) 9
/ \
L\
i ‘
)
»

Sl | 2 ; skl fwh
J-i" ;(‘ %\ :ﬂq A ’g\ ,,m‘\ ‘(\' f %’ ..-c . 1!.'3
: ﬁ N A Sy S22z
A 2R 5 ¢ f‘ é vw v)e!‘z w e - l“

Novel multi-view videos Multi-view part videos Animatable 3D Assets Input image Animatable 3D Assets

Figure 1: Left: Stable Part Diffusion 4D (SP4D) takes a monocular input video and generates novel-
view RGB videos (bottom-left) as well as consistent part segmentation videos across all views. Right:
SPD also supports single image input and synthesizes multi-view RGB images and corresponding
part decompositions. These results can be lifted to 3D to produce riggable meshes with part-aware
geometry and articulated structure.

Abstract

We present Stable Part Diffusion 4D (SP4D), a framework for generating paired
RGB and kinematic part videos from monocular inputs. Unlike conventional part
segmentation methods that rely on appearance-based semantic cues, SP4D learns to
produce kinematic parts — structural components aligned with object articulation
and consistent across views and time. SP4D adopts a dual-branch diffusion model
that jointly synthesizes RGB frames and corresponding part segmentation maps.
To simplify architecture and flexibly enable different part counts, we introduce
a spatial color encoding scheme that maps part masks to continuous RGB-like
images. This encoding allows the segmentation branch to share the latent VAE from
the RGB branch, while enabling part segmentation to be recovered via straight-
forward post-processing. A Bidirectional Diffusion Fusion (BiDiFuse) module
enhances cross-branch consistency, supported by a contrastive part consistency loss
to promote spatial and temporal alignment of part predictions. We demonstrate that
the generated 2D part maps can be lifted to 3D to derive skeletal structures and
harmonic skinning weights with few manual adjustments. To train and evaluate
SP4D, we construct KinematicParts20K, a curated dataset of over 20K rigged
objects selected and processed from Objaverse XL (Deitke et al., [2023), each
paired with multi-view RGB and part video sequences. Experiments show that
SP4D generalizes strongly to diverse scenarios, including real-world videos, novel
generated objects, and rare articulated poses, producing kinematic-aware outputs
suitable for downstream animation and motion-related tasks.
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Preprint. Under review.
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Figure 2: Limitations of traditional 2D and 3D part decomposition methods. Left: Appearance-
based 2D segmentation methods like SAM?2 fail to produce kinematic parts. Middle: SOTA 3D rigging
methods (Song et al.| 2025) lack the capability to infer kinematic part structures from appearance and
generalize poorly to diverse shapes. Right: Existing 3D part segmentation models (Tang et al.| [2024a;
Yang et al.| 2024)) focus on semantic regions and are not suited for kinematic decomposition.

1 Introduction

Generating kinematic-aware and structure-consistent videos from monocular inputs is a fundamental
challenge in computer vision and graphics, with wide applications in animation, AR/VR, robotics,
and simulation. A key aspect of this is understanding how an object moves, articulates, and preserves
spatial part relationships over time. While conventional video generation methods focus on realistic
RGB synthesis, they often overlook internal articulation and fail to model a consistent structure.

Recent 4D generation approaches (Liang et al., [2024a; Zhang et al., 2024; |Li et al., 2024aj |Ren et al.,
2024; Xie et al., 2025; [Yang et al., 2025c}; [Zhao et al.| 2025a; [Zhu et al., 2025} [Yao et al., [2025)
have made notable progress in reconstructing dynamic 3D sequences from monocular video, but
primarily concentrate on surface-level geometry. These methods do not provide meaningful structural
part decomposition and are not optimized for articulated modeling. Auto-rigging methods are a
traditional option for extracting kinematic parts. However, learning-based rigging methods (Xu et al.|
2020; IL1u et al.| [2025; |[Song et al., |2025; [Zhang et al., 2025 |Deng et al., [2025)) operate on static 3D
meshes and rely on explicit supervision such as skeletal annotations or pre-rigged models. However,
these methods are fundamentally constrained by the limited scale and diversity of high-quality 3D
rigging datasets, making it difficult to leverage large-scale 2D visual data and powerful pretrained
image/video models. As a result, they struggle to generalize to novel object categories and rare
articulated poses as shown in fig.

Meanwhile, part segmentation methods (Amir et al., 2021 Tang et al.l [2024a} [Yang et al., 2024
2025b)) often rely on semantic labels or appearance cues, leading to predictions that are temporally
unstable or inconsistent across viewpoints. Most of these methods focus on semantic segmentation
(e.g., head, tail, leg), which does not necessarily reflect the physical articulation or structural function
of an object as shown in fig. 2] In contrast, kinematic part segmentation identifies physically
meaningful regions that move together over time—providing essential structure for downstream
animation, motion retargeting, or deformation modeling as shown in fig.

In this work, we introduce Stable Part Diffusion 4D (SP4D), a novel framework for jointly gen-
erating RGB and kinematic part videos from monocular inputs. SP4D builds on multi-view video
diffusion (Yao et al.,2025)) and adopts a dual-branch architecture: one UNet generates multi-view
RGB frames, while the other produces spatially and temporally consistent part segmentation maps.
Unlike conventional approaches that rely on predefined semantic categories or part counts, we encode
part masks as continuous RGB-like images using a spatial color encoding scheme. This allows the
part branch to share the same VAE encoder and decoder with the RGB branch, and enables discrete
part maps to be recovered via simple clustering in post-processing.

To ensure coherence between appearance and structure, we introduce a novel Bidirectional Diffusion
Fusion (BiDiFuse) module, inspired by |Vainer et al.| (2024), which facilitates information exchange
between the RGB and part branches during the denoising process. This cross-branch communication
encourages mutual guidance and alignment between modalities. Crucially, because of the parts’
spatial color encoding, the diffusion model lacks explicit supervision to enforce consistent part
appearance across different views and time steps. The resulting temporal inconsistency leads to severe
degradation in structural coherence. To address this, we introduce a contrastive part consistency
loss, which aligns latent part features corresponding to the same physical regions across views and
time. This loss plays a central role in enabling the model to learn stable, kinematically meaningful
part representations that remain consistent throughout the generated video.



Although our framework does not explicitly output 3D models, it enables a lightweight rigging
pipeline by lifting the 2D part maps to 3D. From the recovered part regions, we estimate harmonic
skinning weights without requiring explicit skeleton annotations—allowing the generated videos to
support animation-aware applications with minimal manual intervention.

To support training and evaluation, we curate KinematicParts20K, a dataset of over 20K rigged
objects selected and processed from Objaverse XL (Deitke et al.l [2023)), annotated with skinning
weights. We adopt a two-stage training strategy: the model is first trained on ObjaverseDy (Xie
et al.| [2025) with RGB supervision only and the BiDiFuse module bypassed; it is then fine-tuned on
KinematicParts20K with supervision on both branches. This strategy leverages the generalization
strength of pre-trained RGB diffusion models while gradually introducing structure-aware learning.

Our main contributions are as follows:

* We propose Stable Part Diffusion 4D (SP4D), the first framework to generate multi-view, tempo-
rally consistent kinematic part decompositions jointly with RGB videos from monocular inputs.

* We introduce a compact architecture with spatial color encoding for encoder-decoder sharing, effi-
cient joint modeling with our novel Bidirectional Diffusion Fusion (BiDiFuse) and a contrastive
part consistency loss to explicitly enforce cross-view and temporal alignment of part features.

* We establish a simple yet effective 2D-to-Kinematic Mesh pipeline by lifting part maps to 3D and
estimating harmonic skinning weights, enabling skeleton-free animation-ready outputs.

* We curate KinematicParts20K, a large-scale dataset of over 20K rigged objects with paired RGB
and part video annotations to support training and evaluation.

* Our method demonstrates strong generalization across real-world and synthetic scenarios, and
offers a promising direction for leveraging 2D data and pretrained priors to solve long-standing
challenges in 3D rigging, with clear benefits for downstream animation and motion-related tasks.

2 Related Work.

3D and 4D Generation. We focus on diffusion-based 3D and 4D generation, which typically yield
higher-quality assets than feed-forward techniques (Hong et al., [2024; Jiang et al., 2024} Wang et al.,
2024a; [Zou et al.l 2024; Wei et al., [2024} [Tochilkin et al., 2024} Ren et al., [2024; |Chen et al., |2024Db}
Zuo et al.;[2024) and are not as class-bound as a GAN or VAE. We identify three main approaches:
SDS-based and photogrammetry-based methods leverage recent advantages in image and video
diffusion models, compared to directly performing diffusion in 3D. The seminal Dreamfusion (Poole
et al.} [2023)) used Score Distillation Sampling to refine a random initialization using the diffusion
model; it is training-free but takes a very high inference cost. Follow-up works have improved both
the quality and the inference speed significantly (Yi et al.||2024; [Tang et al.| |2024bj; |Shi et al.,2024b;
Wang et al.| 2024b; [Li et al., [2024c; [Weng et al., [2023; [Pan et al., 2024; [Chen et al., 2024a} |Sun
et al.,[2024; |Sargent et al.||2024; Liang et al., 2024b; Zhou et al., [2024; |Guo et al.| 2023)), but these
methods are still considered impractically slow for many contexts. An alternative way of leveraging
existing image and video models is to synthesize multi-view imagery and subsequently perform
photogrammetry to extract 3D structure (Liu et al.| [2023b, |2024b; [Long et al.| 2024; [Voleti et al.|
2024; | Ye et al.| [2024; |Karnewar et al.| 2023; |Li et al., [2024b; [Shi et al., 20244l 2023; [Wang and Shi,
2023} [Liu et al. [2023al [2024a)). Finally, more recent methods perform the modeling directly in
3D (Zhao et al.| 2025b} [Xiang et al., [2024)), often relying on powerful VAEs to compress the data
dimensionality and make the problem tractable.

Image-based approaches tend to be much more data-efficient, as they can leverage the strong priors of
the underlying diffusion models, at the price of costlier inference or training. However, both families
of approaches omit a key aspect for practical usability: rigging and skinning of the objects, to turn
them into animation-compatible assets. We propose to generate kinematics-aware part segmentation
for the resulting objects, which feeds more cleanly into downstream pipelines.

Rigging and animation. Preparing raw 3D objects for animation involves two steps: rigging (building
a piecewise-rigid skeleton of bones) and skinning (defining how each part of the object deforms in
function of the movement of these bones). We focus on the former, as a bad rig precludes proper
skinning. Although we do not provide an end-to-end rigging and skinning pipeline, the kinematic



parts we segment are a proxy to both: they form local clusters that directly correlate to the most
influential bone; we posit that bones and even the skeletal tree structure can be extracted from these.

Learning-based rigging methods (Xu et al., [2020; Liu et al., 2025 [Song et al., 2025 Zhang et al.,
2025} |Deng et al. 2025) have shown promise in predicting skeleton structure and inferring skinning
weights, but are typically trained on very limited datasets, restricting their generalization to unseen
object categories and poses. Moreover, most of them operate on static geometry and fail to capture
and/or leverage the dynamic articulation present in real-world videos. Our approach addresses
these limitations by leveraging the rich video diffusion priors and learning movement-aware part
decomposition from videos, thereby enabling broader generalization and dynamic rigging capabilities
from very little training data.

Part Decomposition. Parts are useful intermediate representations for recognition, generation, and
animation. Earlier 3D segmentation methods (Qi et al., 2017; L1 et al., 2018; Qian et al., [2022) rely
on static geometry and annotated datasets, which limits their generalization to unseen or dynamic
objects. More recent works use 2D semantic features for co-part segmentation (Hung et al.,[2019;
Amir et al.| 2021} [Tang et al.| |2024a}; |Yang et al.,[2024)), but these tend to be view-inconsistent and
temporally unstable. Moreover, semantic parts are not always meaningful for animation, where
rigid or articulable components are preferred. As shown in fig. 2] the semantic and kinematic
parts differ both visually and functionally. Our goal is to identify physically coherent regions that
move consistently over time. To our knowledge, no prior work explicitly tackles kinematic part
segmentation—Ilikely due to the lack of suitable training data. We address this by leveraging the
pretrained SV4D (Yao et al., [2025) video diffusion model, and extending it with a parallel part
segmentation branch trained in the multi-view video space, following|Vainer et al.| (2024).

3 Method

3.1 Preliminaries: SV4D 2.0 Network Architecture

Our method builds on the SV4D 2.0 framework (Yao et al., 2025)), a state-of-the-art multi-view video
diffusion model designed for 4D content generation. SV4D 2.0 synthesizes multi-frame, multi-view
videos using a spatio-temporally consistent latent diffusion architecture. It takes either a monocular
video or a single still image as input. At its core, SV4D 2.0 represents video as a latent tensor (in
4D, as indexed by spatial, temporal, and view dimensions) and applies denoising through a UNet-
based architecture composed of spatial, temporal, and view-level attention blocks. The architecture
initializes frame attention modules from Stable Video Diffusion (Blattmann et al., [2023)) and spatial-
view components from SV3D (Voleti et al.l [2024])), benefiting from strong spatio-temporal priors.
The resulting model supports long-range, self-consistent video synthesis and handles both large
deformations and occlusions robustly. It also introduces learnable a-blending strategies to combine
temporal and spatial-view features during fusion, enabling smooth integration of multiple priors
while preserving the pre-trained knowledge. The model is conditioned on both camera and frame
embeddings, allowing flexible synthesis under diverse trajectories and temporal contexts. During
training, SV4D 2.0 applies random view masking, which reduces reliance on explicit multi-view
supervision and allows inference without external view-conditioning models. To improve performance
across sparse or nonuniform camera layouts, the model replaces traditional view attention with 3D
attention layers that jointly reason over spatial and view axes.

3.2 Stable Part Diffusion 4D

Problem Setting. Stable Part Diffusion 4D (SP4D) aims to generate multi-view, temporally coherent
kinematic part segmentation videos alongside consistent RGB videos, conditioned on a monocular
RGB video input. Formally, conditioned on input frames J = {.J f}JIle, the model aims to produce

V,F V,F
M = {Mmf}v:l,f:lv P= {me}v:Lf:lv

where M, ¢ and P,  represent the generated RGB image and its corresponding part segmentation at
view v and frame f, respectively.

The goal is to produce photo-realistic video sequences M that are consistent across views and time,
while also generating part segmentations P that reflect view-invariant kinematic structure. Unlike
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Figure 3: Stable Part Diffusion 4D model architecture. Our model builds upon SV4D 2.0 and
extends it with a parallel part segmentation branch and a BiDiFuse module that enables bidirectional
feature exchange between RGB and part branches. The network jointly generates multi-view videos
for appearance and kinematics-aware part segmentation. Key components include: (1) spatial color
encoding for part masks, enabling shared VAE encoder/decoder; (2) BiDiFuse for cross-branch
consistency; and (3) a contrastive loss for spatial-temporal part alignment. We use a two-stage
training strategy: first, training the RGB branch on ObjaverseDy, then fine-tuning the full model with
BiDiFuse on KinematicParts20K with supervision on both branches.

traditional semantic segmentation, these part representations are not predefined by category, but
instead capture locally rigid, articulated motion-consistent regions.

Network Architecture. Our network architecture extends SV4D 2.0 with a dual-branch UNet
structure to jointly generate RGB and kinematic part segmentation videos. We adopt the full SV4D
2.0 backbone for RGB generation, including its spatial, temporal, and 3D attention mechanisms, and
replicate this backbone to form a second branch for part segmentation, as seen in fig. 3]

Each branch processes half of the latent channels and shares positional embeddings (e.g., camera
intrinsics and temporal indices) as input. Inspired by [Vainer et al.|(2024), the two branches operate
independently but are connected through dedicated Bidirectional Diffusion Fusion (BiDiFuse) layers
inserted at every block of the network. Given intermediate features hRB and hP%" at any resolution,
we compute updated representations using a fusion module:

h]fi?e]?j — hRGB + F ([hRGB, hPan}> , h?l?sl‘éd — hpart + F ([hRGB, hPart]) (])

where F is a lightweight fusion function composed of two 1 x 1 convolutions with ReLU activations.
This module encourages bidirectional feature sharing while maintaining branch-specific learning.

The forward pass proceeds as follows: the input latent is split along the channel dimension and
passed through two identical UNet backbones. After each encoder block, the intermediate features
are fused via BiDiFuse. The same process applies to the middle block and each decoder stage, with
skip connections preserved within corresponding branches. The final outputs from both branches are
separately passed through a shared VAE decoder to produce RGB and part predictions independently.

Spatial Color Encoding. To enable decoder sharing between RGB and part branches, we represent
part segmentation maps as continuous RGB-like images using a spatial color encoding scheme. To
assign temporally consistent colors, we first normalize the 3D coordinates of each point on the mesh
or reconstructed surface to a unit cube. Then we compute the coordinates of the 3D center of each
part in the first frame and use its normalized (x, y, z) coordinate as the color code for all frames
and views. This ensures that the same part is assigned the same color across all frames and views,
maintaining identity consistency over time. Unlike schemes that randomly assign colors to parts
per iteration, our deterministic encoding significantly reduces computational overhead, as random
coloring would require regenerating encoded part images at every step. Our approach enables the



diffusion model to treat part segmentation as an image generation task, facilitating compatibility with
the RGB branch and enabling unified training within a shared latent space.

Back-Mapping from RGB Image to Part Mask. To recover discrete part masks from the generated
spatial encoding, we avoid clustering the generated colors, which can be noisy. Instead, we apply
SAM (Segment Anything Model) in auto-generation mode to produce per-view segmentation masks
— we found this remarkably effective at providing clean candidate segments. For each segment, we
then compute the mode of the underlying RGB pixel values and assign this color to the entire mask.
This procedure robustly eliminates pixel-level noise and ensures clean, discrete part representations.
Then we apply clustering (Mclnnes et al.,2017) on all images to produce part masks. We do not use
SAM?2 (the video tracking version of SAM) as it only supports parts that are visible in the first frame,
and thus fails to capture parts that only first appear later in the video.

Contrastive Part Consistency loss. The spatial color encoding represents parts as RGB-like images,
enabling a shared encoder and decoder between both branches. However, this model lacks an explicit
supervision to ensure that the same kinematic part maintains a consistent appearance across different
viewpoints and time steps. Without regularization, the model may produce temporally or spatially
inconsistent segmentations. To address this, we extract part-specific features by aggregating pixel-
level features within each predicted part region, and project them into a shared embedding space. For
each training batch, we collect a set of part features { f;} Y., where each f; corresponds to one part
instance (across view and frame). Features with the same part identity but from different frames or
views are considered positive pairs, while features from different parts serve as negatives. We adopt
an InfoNCE-style contrastive loss defined over all part pairs (Oord et al.| 2018)):

exp(sim(fi, f)/7)

contrast — -E, i 1 . 2
E trast zE?’,]E’Pi+ og Zkep\{i} eXp(Slm(fi, fk)/T) ( )

where P is the set of all valid part features, P;" is the set of positive indices for part 4, sim(-, -) denotes
cosine similarity, and 7 is a temperature hyperparameter (7 = 0.07 by default). This loss encourages
the same part to be consistently encoded across views and frames, while remaining distinct from
different parts.

3.3 KinematicParts20K Dataset

We curate the KinematicParts20K dataset from the ObjaverseDy++ (Yao et al., 2025]) dataset to
support the training and evaluation of our part-aware generation framework. We first filter objects
that include rigging annotations with well-structured skeletal hierarchies and bone transformations.

Bone Merging to Control Granularity. For objects with excessively many bones, we automatically
reduce skeletal complexity. For each pair of connected bones, we compute (1) the average relative
3D displacement between the two bones across all frames, and (2) the cosine similarity between
their 2D part segmentation masks based on Dino features. If both the motion difference and feature
dissimilarity fall below predefined thresholds, we merge the two bones. We set an upper bound of 100
bones per object; if an object cannot be reduced to within this limit, it is discarded from the dataset.

Multiview Rendering and Part Label Generation. For each selected object, we render 24 frames
from 24 camera views uniformly distributed along a horizontal circle. We also render per-bone 2D
skinning weight maps. To compute the part segmentation masks, we use a per-pixel argmax over all
bone-specific weight maps within each view. The resulting part maps provide high-quality multiview
kinematic part segmentation labels aligned with the rigging annotations, enabling supervised training
of SP4D using part labels that reflect true kinematic decomposition. After all the filtering steps, we
are left with almost 20,000 training objects.

3.4 2D-to-Kinematic Mesh Generation

Lifting from 2D. We propose a simple yet effective pipeline that converts a single image into a fully
riggable 3D asset with geometry, part decomposition, and skinning weights — only missing skeletal
connectivity. We first apply our Stable Part Diffusion 4D (SP4D) model to generate multi-view
sequences of RGB frames and corresponding part segmentation (cleaned by SAM) from a single
input image. For recovering geometry, we use Hunyuan 3D 2.0 (Zhao et al.,2025b)), a state-of-the-art
images-to-3D framework, to turn the multi-view RGB images generated by SP4D into untextured



Table 1: Quantitative comparison of kinematic parts on
KinematicParts20K val set for multi-view (static object) and
multi-frame (static camera). The Hungarian algorithm aligns
predictions to the ground-truth, ignoring parts missing in the
first image. SAM2* uses ground-truth point prompts per part.

Table 2: User study on kinematic
part segmentation. Participants
rated three methods on part clarity,
view consistency, and rigging suit-
ability. The study was conducted
on 20 randomly selected samples

Multi-view Multi-frame idati
Method mloU ARL Fl mAce mloU ARL - FL mAcc from the validation set.
SAM2 0.15 005 031 021 016 005 032 022 Method Ours SAM2 DeepViT
SAM2* 022 008 037 026 034 0.16 045 034 -
DeepViT 0.17 006 033 023 018 006 034 024 Clarity 442 213 2.01
Ours w/o PCPLoss 038 0.15 046 049 044 022 052 056 Consistency ~ 4.09  2.00 1.86
Ours w/o BiDiFuse 057 051 0.60 0.62 061 058 064 0.68 Rigging 426 175 1.69
Ours (Full) 068 060 070 074 070 0.63 072 077 Average 426  1.96 1.85

3D geometry. Once we obtain the 3D mesh, we reuse this geometry to associate texture information
from both the RGB and part segmentation views separately, following Hunyuan 3D 2.0. Through
HDBSCAN (Mclnnes et al.,[2017), we assign each vertex its discrete ID for the part segmentation.

Harmonic Skinning Weight Computation. Given the 3D part labels, we compute continuous
skinning weights using harmonic field estimation. We extract the boundary 9€, of part p by
identifying mesh edges that connect two vertices belonging to different parts; the binary indicator
function b, (z) indicates whether vertex x belongs to part p. We then solve:

Awy(z) =0 for all interior vertices, subjectto wy(x) = by(x) on 09,

where A is the mesh Laplacian operator and wy,(z) denotes the smooth harmonic field corresponding
to part p. The harmonic solution to this Laplace equation propagates part influence across the surface,
yielding soft per-vertex part assignments which we interpret as skinning weights.

4 Experiments

We demonstrate that SPAD performs robustly and generalizes across a wide variety of articulated
objects with diverse shapes and motions, including both synthetic models and real-world videos in
fig. 4] We conduct comprehensive experiments to evaluate the effectiveness of our method, including
comparisons with state-of-the-art approaches for part segmentation, as well as ablation studies on key
design choices. We report both quantitative metrics (mIoU, ARI, F1 Score, mAcc) in table[I]and a
user study in table 2] to assess quality from a rigging perspective. Details on implementation, datasets,
training regime, evaluation protocols, metric definitions and more experiments on 3D segmentation
and rigging can be found in the Appendix.

4.1 Part Decomposition Comparison

2D Part Decomposition. We compare SP4D with two representative 2D part segmentation baselines.
The first is SAM2 (Ravi et al.,[2024), a tracking-based method that generates part masks in the first
image and propagates them to the others. We also include a stronger variant, SAM2*, where point
prompts from the ground-truth part centroids are used to initialize tracking. The second baseline is
DeepViT (Amir et al.,[2021)), an unsupervised segmentation method that leverages features from a
self-supervised DINO-ViT model (Caron et al.,2021). We apply K-Means clustering on intermediate
feature maps to obtain part-level masks across views.

As shown in table[T} SP4D significantly outperforms all baselines in both multi-view and multi-frame
settings. SAM2 performs poorly due to its dependency on appearance and semantic cues, which
rarely align with kinematic part boundaries. SAM2%, despite being guided by ground-truth points,
suffers from the same fundamental limitation. While DeepViT captures coarse semantic structures,
it lacks any awareness of object articulation or motion consistency. In contrast, SP4D generates
parts directly via kinematic-aware diffusion, leveraging geometry and view consistency to produce
temporally stable, kinematic-aware decompositions. This advantage is further supported by fig. [5
which presents qualitative comparisons across multiple views, clearly showing SP4D’s superior
structural alignment. Additional user preference results in table [2]also confirm the perceptual quality
of SP4D’s outputs.
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Figure 4: Multi-view kinematic part video results on synthetic and real-world videos. We show
qualitative results of our SP4D model on both the validation set of KinematicParts20K and real-world
DAVIS videos. Each group presents two time frames across two novel views. The input video frame
is noted with purple boxes. SP4D produces temporally and spatially consistent part decompositions
across diverse object categories and motions.

3D Part Decomposition. Recent state-of-the-art 3D part segmentation methods, such as
SAMesh (Tang et al. [2024a) and SamPart3D (Yang et al, [2024), rely on 2D segmentation cues
to supervise 3D decomposition in different ways. SAMesh fuses 2D segmentations (from SAM)
of multiple rendered views using visibility-weighted voting. In contrast, SamPart3D distills dense
visual features from DINOv2 into a 3D point-based backbone, and leverages SAM masks through a
scale-conditioned MLP to achieve granularity-controllable part grouping via clustering.

Despite their differences, both methods fundamentally depend on the quality of 2D segmentations.
When appearance-based segmenters like SAM or DINOv2 fail to produce meaningful part bound-
aries—particularly for kinematic or textureless regions—the resulting 3D decomposition is unreliable
and misaligned with object articulation. As illustrated in fig. [2} these approaches often struggle
to produce structurally coherent part segmentation under such challenging conditions. Additional
comparisons are provided in the supplementary material.
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Figure 5: Visual comparison of part segmentation. We show results across three views for various
articulated objects. The rows contain input RGB image (top), our SP4D-generated part segmentation
(middle), and the SAM?2 baseline (bottom). Compared to SAM?2, SP4D produces more structured
part decompositions that align with object articulation and are consistent across views.
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4.2 Ablation Study

‘We conduct ablation studies to evaluate the contribution of two core components in our framework:
the BiDiFuse cross-branch fusion module and the part consistency loss. Results are reported under
both multi-view and multi-frame settings (see table[I). Removing the part consistency loss leads to
noticeable performance degradation, especially in terms of ARI. Without this loss, the model loses
explicit guidance to maintain spatial and temporal coherence of part assignments across views or
frames, resulting in fragmented or inconsistent segmentations. This highlights the importance of
encouraging feature-level alignment among corresponding parts throughout the video sequence.

Disabling the BiDiFuse module also causes substantial drops across all metrics. Since BiDiFuse
facilitates bidirectional interaction between the RGB and part branches. Without it, the network
lacks effective cross-modal information exchange, leading to suboptimal alignment between both
branches, particularly in view-consistency and part boundary sharpness. Crucially, the segmentation
branch can no longer effectively leverage the prior of the RGB model. These results confirm that both
components are essential for achieving robust, consistent, and rigging-friendly part decompositions.

S Broader Societal Impact

SP4D has the potential to substantially reduce the manual work required for rigging in animation and
3D asset production, benefiting creators in film, gaming, education, AR/VR, and robotics. Particularly
for those with limited access to professional modeling pipelines, our method broadens accessibility
to animation-ready assets and opens new opportunities in educational content creation, interactive
media, and rapid prototyping. SP4D’s ability to generalize across real-world footage and synthetic
objects further supports its potential in democratizing digital content creation.

However, the ability to synthesize from minimal visual input introduces risks. These include the
creation of synthetic humans or avatars for deceptive purposes. While our method does not focus
on facial reenactment or human identity synthesis, downstream misuse remains a concern. We
recommend clear disclosure, attribution mechanisms for automatically generated 3D content, and
ethical oversight in such applications. We emphasize that all training uses CC-licensed assets,
carefully filtered to respect creator rights.

6 Conclusion

We propose SP4D to jointly generate multi-view parts video with aligned RGB frames from a
monocular input video. Uniquely, we predict kinematic rather than semantic parts, based on segments
in articulated motion skeletons. This closes a significant gap in the 3D generation pipeline, drastically
reducing the manual annotation required to prepare the generated objects for animation.



By leveraging a synchronized two-branch architecture, we maximally leverage the prior of the pre-
trained RGB model; this results in a robust and generalizable approach despite the data scarcity for
training. Both a quantitative comparison with representative baselines and a user study show the clear
benefit of our approach over existing semantic-oriented part segmentation for the same task.
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Stable Part Diffusion 4D:
Multi-View RGB and Kinematic Parts Video Generation
Supplementary Material

In the appendix, we provide the following supplementary materials: (1) Implementation Details,
(2) our newly introduced dataset, KinematicParts20K, (3) Additional Qualitative Results, and (4)
Evaluation Details.

A Implementation Details

Our model is implemented by directly extending the SV4D 2.0 framework (Yao et al., 2025). We
retain the original U-Net architecture, latent VAE encoding, and diffusion setup, and introduce two
key modifications: (1) an architecturally identical second branch that generates part segmentation
outputs jointly with the existing RGB branch, and (2) Bidirectional Diffusion Fusion (BiDiFuse)
modules inserted between each corresponding layer pair to enable cross-branch feature sharing. In the
first stage, the RGB branch is trained following SV4D 2.0. The training setup — including optimizer,
noise schedule, loss functions, and sampling strategy — follows SV4D 2.0 exactly. We adopt the
EDM (Karras et al.| 2022) training framework with an L2 loss and precompute VAE latents and CLIP
features for all training images to accelerate convergence. The obtained network parameters are used
to initialize both the RGB and part generation branches.

We train the full SP4D model with BiDiFuse and our proposed contrastive part consistency loss on
the KinematicParts20K dataset (as discussed below) for 40K iterations. Training is performed on
32 NVIDIA H100 GPUs with an effective batch size of 32, using 12 views and 4 frames per object
sampled from the rendered dataset.

B KinematicParts20K Dataset

Our dataset is constructed by further filtering the SV4D 2.0 dataset, which is based on CC-licensed
dynamic 3D assets from Objaverse and ObjaverseXL. We select only objects that contain rigging
annotations, including bone hierarchies and skinning weights. To mitigate overly fine-grained or
noisy bone structures, we apply a bone merging procedure based on two criteria: (1) the relative
transformation between connected bones across all frames, and (2) the similarity of their projected
part appearance in 2D using DINO features. Bone pairs with low motion discrepancy and high
appearance similarity are merged. Objects with more than 100 bones after merging are discarded.

All objects are scaled to unit bounding boxes and rendered at 576x576 resolution using Blender’s
Cycles renderer under a curated set of HDRI environment maps. We adopt orbit rendering with 24
azimuthal views and 24 video frames per object. In addition to RGB, we simultaneously render
per-bone skinning weight maps. For each view and frame, we generate pixel-wise part segmentation
labels by taking the argmax over the bone-specific skinning maps, resulting in multi-view, multi-frame
kinematic part masks for supervision.

C More Qualitative Results

We show fixed-view cross-frame part tracking, fixed-frame cross-view part tracking, 3D decomposi-
tion, rigging, and animation results for synthetic data, real-world data, and zero-shot generated data.
Please refer to the summary video in the supplementary material.

Evaluation on 3D Segmentation. It is also important to position SP4D in the broader context of
3D kinematic segmentation rather than only comparing against 2D segmentation baselines. State-
of-the-art 3D segmentation methods, such as Segment Anything Mesh Tang et al.| (2024a) and
SAMPart3D |Yang et al.|(2024)), are built upon 2D semantic segmentation backbones (e.g., SAM, DI-
NOV2) that are primarily texture- or appearance-driven, and thus not explicitly designed for kinematic
reasoning. This limitation is evident in our visual comparisons (Figure.2), where appearance-based
cues alone fail to recover accurate part structures for novel or textureless objects.
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To quantitatively assess this gap, we conduct a comprehensive evaluation on the KinematicParts20K
test set using these SOTA 3D segmentation baselines [Tang et al.| (2024a)); |Yang et al.| (2024)). We
report mean Intersection-over-Union (mloU), Adjusted Rand Index (ARI), F1 score, mean Accuracy
(mAcc), and User Study ratings (following the evaluation criteria in Supplementary Section D.2). As
shown in Table 3] SP4D substantially outperforms the baselines across all metrics, highlighting its
capability to capture kinematic structure rather than relying solely on appearance cues.

Table 3: Comparison of SP4D with SOTA 3D segmentation methods on KinematicParts20K-test.
SPAD achieves significantly higher scores across all metrics, indicating stronger kinematic reasoning
capabilities.

Method mloU ARI F1 mAcc User Study
Segment Any Mesh ~ 0.15  0.06 029 0.20 1.98
SAMPart3D 0.13 005 0.27 0.18 1.75
Ours (Full) 064 058 0.67 0.72 4.13

Evaluation beyond segmentation accuracy. To further assess the usefulness of our kinematic
representation beyond segmentation accuracy, we conduct additional experiments on rigging precision
and animation plausibility. (i) Rigging precision. We evaluate the predicted skinning weights on
the KinematicParts20K-test split, which contains ground-truth rigging annotations. We compare
SP4D against two state-of-the-art auto-rigging methods [Song et al.| (2025); |[Zhang et al.| (2025),
reporting precision scores in Table 4] SP4D achieves the highest precision (72.7), outperforming
Magic Articulate (63.7) and UniRig (64.3), demonstrating the accuracy of our learned kinematic
decomposition when ground-truth supervision is available. (ii) Animation plausibility for generated
objects. For generated meshes (e.g., dinosaurs, robotic arms) without ground-truth rigging, we
conduct a user study to evaluate animation plausibility. Participants were shown animations produced
by SP4D and the SOTA baselines |Song et al.| (2025)); Zhang et al.| (2025)), and asked to rate the
plausibility on a 1-5 Likert scale. SP4D achieves a significantly higher score (4.1) than Magic
Articulate (2.7) and UniRig (2.3), confirming better generalization to unseen object categories and
poses.

Notably, as shown in Figure 2 (middle), Magic Articulate, despite being trained on large-scale rigged
meshes from Articulation-XL, performs well on seen categories but struggles with unusual generated
shapes. In contrast, SP4D leverages strong priors from a 2D diffusion model and learns kinematic
decomposition robustly, enabling accurate rigging for both real-world and synthetic objects. This
highlights a key motivation for our approach: learning kinematic structure from 2D multi-view
supervision yields superior generalization to novel inputs.

Table 4: Comparison of SP4D with SOTA Auto-rigging Methods.

KinematicPart20K-test Generated Objects

Method

Precision User Study User Study
Magic Articulate 63.7 3.8 2.7
UniRig 64.3 3.9 23
Ours (Full) 72.7 4.3 4.1

D Evaluation Details

D.1 Quantitative Metrics.

To evaluate the quality of kinematic part decomposition across multi-view and multi-frame settings,
we report four standard metrics. Since the predicted part masks are label-free, we apply the Hungarian
algorithm to align predicted and ground-truth parts based on respective loU, for those metrics which
require correspondences. The following metrics are computed:

* mloU - Mean intersection-over-union across matched part masks.

* ARI - Adjusted Rand Index, which captures clustering similarity independent of label
permutation.
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User Study on Multi-view Kinematic Part —
Decomposition for Rigging

Object 1
- Inthis study, we investigate the effectiveness of different kinematic part
decomposition methods from multi-view images. These decompositions are
designed for the purpose of i ic rigging, whe I
parts need to be clearly separated for further skeleton binding and animation

control
+ Your task is to evaluate the quality and usefulness of these decompositions based * I
on how suitable they are for rigging applications.
+ You will be shown several visualizations of decomposition results under multi-view
settings. Each method attempts to segment an object into its movable parts (e.g.,
limbs, joints, head, etc.). —
+ Please rate the quality of each decomposition method using the following criteria:
Clarity of part boundaries s
Ve " ‘
Consistency across views o
SEcelen) 4 3 2 1 (Poor)
? Clartyof part
Suitability for rigging/animation s oy ® o) O O o
Consistency ® o o o o
[C] o ©) [¢] o

Ratings are on a scale from 1 (Poor) to 5 (Excellent).

Figure 6: User study interface for evaluating multi-view kinematic part segmentation. Partici-
pants are presented with video results generated by different methods and asked to rank them based
on part consistency, structural correctness, and motion coherence. The study compares SP4D with
baseline methods to assess perceptual quality and kinematic alignment.

* F1 Score — The harmonic mean of precision and recall, reflecting pixel-level agreement.

* mAcc — Mean class-wise accuracy, indicating the average recall per ground-truth part.

D.2 User Study on Multi-view Kinematic Part Decomposition for Rigging

To evaluate the practical utility of different multi-view kinematic part decomposition methods for
rigging tasks, we conducted a user study focusing on the perceived quality of part segmentation from
a rigging perspective. These decompositions aim to separate articulated object parts (e.g., limbs,
joints, head) to facilitate automatic or semi-automatic skeleton binding and animation control.

Study Setup. We randomly selected 20 sets of decomposition results, each containing visualizations
from different methods applied to the same object. For each set, we generated animated GIFs showing
the part decomposition from multiple viewpoints, allowing participants to better understand spatial
consistency and articulation structure. All visualizations were presented anonymously to avoid bias.
The study was conducted via a Google Form and received responses from 20 participants.

Evaluation Criteria. Participants were instructed to rate each method based on the following three
criteria:

* Clarity of part boundaries — Are the decomposed part regions cleanly separated with
well-defined borders?

* Consistency across views — Do the decomposed parts remain stable and coherent when
viewed from different angles?

* Suitability for rigging/animation — Are the decomposed parts appropriate for assigning
joints and performing realistic articulated motion?

Each criterion was rated on a scale from 1 (Poor) to 5 (Excellent).

Goal. The objective of this study is to assess the effectiveness of part decomposition methods in
real-world rigging scenarios, providing insight into their strengths and limitations for downstream
animation applications.
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E Additional Discussion

Dual-branch architecture design. We investigate both single-branch and dual-branch architectures
for jointly predicting multi-view RGB sequences and kinematic part sequences. In the single-branch
variant, the two modalities are concatenated into a shared latent representation and split prior to
decoding. This configuration exhibits slower convergence and lower performance than the dual-branch
counterpart under the same training schedule. We attribute this to the fundamentally different nature
of the tasks: RGB synthesis focuses on high-frequency appearance modeling, whereas kinematic
part segmentation emphasizes structural reasoning and temporal-spatial consistency. A single-branch
network that forces both tasks to share all intermediate features is prone to cross-task interference,
particularly degrading consistency in multi-frame outputs.

Our BiDiFuse dual-branch UNet addresses this issue by maintaining task-specific feature streams
while enabling bidirectional cross-modal feature exchange. This architecture preserves modality-
specific learning, reduces interference, and improves overall performance. We include a detailed
discussion of this design choice and relate it to recent work on unified dense prediction in video
diffusion models Yang et al.|(2025a)).

Avoiding category-specific pose or rigging priors. While 2D/3D pose and rigging priors en-
code rich kinematic information, SP4D is deliberately designed without reliance on human- or
animal-specific templates to ensure category-agnostic applicability. Template-based approaches often
generalize poorly to objects with unconventional topology, such as loose clothing, handheld tools
(e.g., shields, skis), or non-biological categories (e.g., crabs, robotic arms, mechanical assemblies). In
our experiments, these priors frequently failed to produce meaningful part structures for such diverse
object types.

By contrast, SP4D learns kinematic decomposition directly from 2D multi-view supervision, without
assuming a fixed skeleton topology, enabling robust generalization to both natural and synthetic
domains. Nevertheless, integrating lightweight 2D/3D structural priors into diffusion-based generation
remains an interesting direction for future research.

Relation to optimization-based methods. We also relate SP4D to prior part-aware rendering
approaches|Zhang et al.| (bla);|Yang et al.|(2022); Noguchi et al.| (2022); Yang et al.|(2021). These
methods are typically optimization-based pipelines for per-instance 3D reconstruction from multi-
view videos, often requiring ground-truth camera poses, complete multi-view coverage of the same
object, and extensive per-instance optimization (e.g., 48+ GPU hours on an A100). Their kinematic
reasoning is constrained by the motion observed in the input video; for example, if a limb remains
static throughout, the model may fail to segment it. Such methods are not designed for category-level
generalization and cannot perform feedforward inference from monocular inputs such as a single
image or single-view video.

In contrast, SP4D is a feedforward, category-agnostic generative model capable of producing consis-
tent RGB renderings and kinematic part decompositions within seconds, given only a single image or
video. While both SP4D and part-aware rendering approaches can output kinematic segmentations,
they address fundamentally different problem settings and exhibit markedly different capabilities.

Limitations and future work. Our method inherits the camera parameterization design from
SV4D 2.0(Yao et al|(2025), which models only azimuth and elevation with a simple lens model. This
limits our ability to handle videos with strong perspective distortion or complex camera trajectories.
Moreover, SP4D is primarily trained under the assumption that each scene contains a single object. In
scenarios where multiple objects appear simultaneously, the model may struggle to handle all of them
at once. Extending SP4D to support full 6-DoF camera motion and multi-object scenarios remains
a promising direction for future research. Additional failure cases are provided as supplementary
videos to illustrate these challenges.
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